
International Journal of Multiphase Flow 37 (2011) 596–608
Contents lists available at ScienceDirect

International Journal of Multiphase Flow

journal homepage: www.elsevier .com/locate / i jmulflow
Numerical simulation of shock propagation in a polydisperse bubbly liquid

Keita Ando ⇑, Tim Colonius, Christopher E. Brennen
Division of Engineering and Applied Science, California Institute of Technology, Pasadena, CA 91125, United States
a r t i c l e i n f o

Article history:
Received 7 December 2010
Received in revised form 12 February 2011
Accepted 7 March 2011
Available online 25 March 2011

Keywords:
Continuum bubbly flow
Bubble size distributions
Shock dynamics
Bubble screen
Finite volume method
0301-9322/$ - see front matter � 2011 Elsevier Ltd. A
doi:10.1016/j.ijmultiphaseflow.2011.03.007

⇑ Corresponding author. Present address: School
Engineering, Nanyang Technological University, Singa
+65 6790 6534.

E-mail addresses: kando@ntu.edu.sg (K. Ando), co
nius), brennen@caltech.edu (C.E. Brennen).
a b s t r a c t

The effect of distributed bubble nuclei sizes on shock propagation in a bubbly liquid is numerically inves-
tigated. An ensemble-averaged technique is employed to derive the statistically averaged conservation
laws for polydisperse bubbly flows. A finite-volume method is developed to solve the continuum bubbly
flow equations coupled to a single-bubble-dynamic equation that incorporates the effects of heat trans-
fer, liquid viscosity and compressibility. The one-dimensional shock computations reveal that the distri-
bution of equilibrium bubble sizes leads to an apparent damping of the averaged shock dynamics due to
phase cancellations in oscillations of the different-sized bubbles. If the distribution is sufficiently broad,
the phase cancellation effect can dominate over the single-bubble-dynamic dissipation and the averaged
shock profile is smoothed out.

� 2011 Elsevier Ltd. All rights reserved.
1. Introduction

Complex bubbly flows are ubiquitous in engineering flows, such
as underwater explosions, industrial piping systems and hydraulic
machinery (Cole, 1948; Wylie and Streeter, 1993; Brennen, 1994).
Seawater near the sea surface contains fairly big bubbles due to
breaking waves. Even for liquid flows with small nuclei popula-
tions, the interaction with structures often produces tension waves
that can cause cavitation, and complex two-phase flow regimes are
encountered. The resulting gas or vapor bubbles lead to wave dis-
persion; the dynamics of bubbly mixtures cannot be properly de-
scribed by simple barotropic relations (Brennen, 1995, 2005). An
understanding of complex dynamics of such bubbly flows is still
inadequate for many engineering applications.

Theoretical and numerical models have been developed to inves-
tigate shock dynamics in bubbly flows. In the classic papers of van
Wijngaarden (1968, 1972), volume-averaged mixture quantities
were defined in order to average out local scattering due to the
dynamics of individual bubbles, and averaged conservation laws
for bubbly flows were formulated based on heuristic reasoning.
Zhang and Prosperetti (1994) developed an ensemble-averaging
technique to derive the mixture-averaged equations. The computa-
tions of the mixture-averaged equations coupled to a Rayleigh–Ples-
set-type equation for single bubble dynamics (Nigmatulin et al.,
ll rights reserved.
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1988; Watanabe and Prosperetti, 1994; Kameda and Matsumoto,
1996; Kameda et al., 1998) reproduced averaged shock structures.
The direct numerical simulations of shock propagation in bubbly liq-
uids (Delale et al., 2005; Delale and Tryggvason, 2008; Seo et al.,
2010) are an important step to quantify the effect of direct interac-
tions between the neighboring bubbles.

A finite cloud of bubbles has been extensively studied as a
canonical example. One of the earliest attempts is the work of
van Wijngaarden (1964) that considered the collapse of a bubbly
layer near a wall. The study of the linearized dynamics of spherical
bubble clouds (d’Agostino and Brennen, 1989) identified the
natural frequencies of the cloud that can be much smaller than
the natural frequency of individual bubble oscillations. The nonlin-
ear computations of bubble clouds (Chahine, 1982; Omta, 1987;
Wang and Brennen, 1999; Colonius et al., 2000) indicate that cloud
collapse can generate higher pressure than that predicted by
superposition of single-bubble calculations in the corresponding
one-way-coupling case (in which interactions among the bubbles
through the averaged field are ignored); this violent cloud collapse
may account for cavitation noise and erosion. All of the above
analyses were confined to the case of monodisperse mixtures.
However, the computations of a spherical bubble cloud with a
distribution of equilibrium bubble sizes (Wang, 1999; Shimada
et al., 2000) suggest a profound impact of polydispersity on the
averaged dynamics.

The continuum models have been validated by experiments. In
the pioneering work of Campbell and Pitcher (1958), shock propa-
gation in a bubbly liquid-filled, vertical tube was considered, and
their results showed reasonable agreement with the steady shock
relations derived from mixture-averaged equations. Subsequent
experiments (Noordzij and van Wijngaarden, 1974; Beylich and
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Gülhan, 1990; Kameda and Matsumoto, 1996; Kameda et al., 1998)
used a similar device with careful control of bubble sizes, and iden-
tified oscillatory shock structures. Beylich and Gülhan (1990) re-
ported on the polydisperse case in which the smoothed shock
structure was seen. Unfortunately, experimental observations on
the shock dynamics of polydisperse mixtures are rather limited.

The goals of this paper are to derive a continuum bubbly flow
model that incorporates a distribution of equilibrium bubble nuclei
sizes and quantify the effect of polydispersity on averaged shock
dynamics. In Section 2, the continuum and single-bubble-dynamic
models with their limitations are presented. One-way-coupled
flow computations are also considered in order to clarify some
fundamental issues arising in polydisperse flows. Section 3 pro-
vides the numerical implementation and its verification with linear
problems. In Section 4, one-dimensional shock propagation
through a bubbly liquid and a bubble screen is computed, and
the effect of polydispersity on the averaged shock dynamics is
investigated. Finally, we summarize the findings in Section 5.

2. Physical model

2.1. Continuum bubbly flow model

2.1.1. Ensemble-averaged equations
With the ensemble-averaging technique of Zhang and Prosper-

etti (1994), one may formally derive continuum models in order to
evaluate the average mixture dynamics. The key concept is to sta-
tistically treat the dynamical state of bubbly mixtures in which a
large number of realizations of spherical bubbles (or isotropic scat-
ters) exist. In other words, we discard any scattering effects in a
specific realization, but explore the statistically averaged dynam-
ics. Even though direct interactions between the neighboring bub-
bles are minimal, there can still appear indirect interactions among
the bubbles through the averaged field; the problem is two-way-
coupled. In what follows, we present the ensemble-averaged con-
servation laws for polydisperse bubbly flows with the model
assumptions. The complete derivation can be found in Zhang and
Prosperetti (1994) and is also summarized in Ando (2010).

The continuum model assumes that (a) the bubbles are spheri-
cal; (b) mutual interactions among the bubbles are negligible ex-
cept through their effect on the mixture-averaged flow; (c)
wavelengths in the mixture are large compared to the mean bubble
spacing; (d) the bubbles advect with the ambient liquid velocity;
and (e) density and velocity fluctuations in the liquid phase are
uncorrelated.

Assumption (a) implies that fission and coalescence of the bub-
bles are not permitted, so that the bubble number is conserved in
time. Assumption (c) is used for the model closure. Relative motion
between the phases has been shown to have minimal impact on
linear wave propagation (d’Agostino et al., 1988) and also plays a
minor role in shock propagation if the mixture is dilute (Kameda
and Matsumoto, 1996; Seo et al., 2010). Assumption (e) is reason-
able due to the fact that the velocity fluctuations caused by the
bubble dynamics concentrate in the vicinity of the bubbles, where
the liquid is effectively incompressible (Prosperetti and Lezzi,
1986).

Under these assumptions, we write the ensemble-averaged
equations as

@q
@t
þr � ðquÞ ¼ 0; ð1Þ

@qu
@t
þr � ½quuþ ðpl � ~pÞI� ¼ 0; ð2Þ

@a
@t
þr � ðauÞ ¼ 3a

R2 _R

R3
; ð3Þ
where q is the mixture density, u is the mixture velocity, pl is the
averaged liquid pressure, I is the identity tensor, a is the void frac-
tion, R is the bubble radius, and _R is the bubble wall velocity. For di-
lute cases, the mixture density is well approximated by (1 � a)ql,
where ql is the liquid density. The averaged liquid pressure may
be described by the Tait equation of state (Thompson, 1972),

pl þ B
pl0 þ B

¼ ql

ql0

� �m

¼ 1
qm

l0

q
1� a

� �m
; ð4Þ

where ql0 is the reference liquid density at the ambient pressure pl0,
and m and B denote stiffness and tensile strength of the liquid,
respectively.

The term ~p in the momentum flux in Eq. (2) represents pressure
fluctuations due to the phase interactions,

~p ¼ a pl �
R3pbw

R3
� q

R3 _R2

R3

 !
; ð5Þ

where pbw is the bubble wall pressure described by the dynamic
boundary condition (Brennen, 1995),

pbw ¼ pb �
4ll

_R
R
� 2�

R
: ð6Þ

Here, pb is the internal bubble pressure (sum of noncondensible gas
pressure pg and vapor pressure pv), ll is the liquid viscosity, and � is
the surface tension.

The overbar in Eqs. (3) and (5) denotes moments with respect to
the (normalized) distribution of equilibrium bubble sizes, f(R0),

�uðx; tÞ ¼
Z 1

0
uðx; t; R0Þf ðR0ÞdR0; ð7Þ

where R0 is the equilibrium bubble radius corresponding to the
ambient pressure and u represents any of R2 _R; R3pbw; R3 _R2 or R3.
Note that the functional dependence of R0 on the distribution is as-
sumed spatially uniform. This assumption is valid for all times due
to the no-slip assumption (d). For example, the void fraction is de-
fined as

a ¼ 4p
3

nR3; ð8Þ

where n is the number of bubbles per unit volume of the mixture
and is conserved in time because of the assumption (a); namely

@n
@t
þr � ðnuÞ ¼ 0: ð9Þ

It should be noted that the phase interaction term ~p does not appear
in the volume-averaged momentum equation of van Wijngaarden
(1968, 1972). However, for linearized dynamics of the bubbles,
the momentum Eq. (2) will reduce to van Wijngaarden’s equation
in the dilute limit. It is also instructive to point out that Eq. (2) coin-
cides with the averaged momentum equation of Biesheuvel and van
Wijngaarden (1984) or Zhang and Prosperetti (1994) with no-slip
and monodisperse assumptions.

2.1.2. Model distribution of equilibrium bubble sizes
We model the distribution of equilibrium bubble sizes using a

lognormal function with the probable size Rref
0 and standard devia-

tion r,

f ðR�0Þ ¼
1ffiffiffiffiffiffiffi

2p
p

rR�0
exp � ln2R�0

2r2

 !
; ð10Þ

where R�0 ¼ R0=Rref
0 . The lognormal function (10) approaches zero

exponentially in the limit of ln R�0 !1, so that contributions of ex-
tremely large sizes, which may deteriorate the continuum model
accuracy, to integration (7) can be minimized. In the limit of
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r ? 0, the function (10) reduces to the Dirac delta function, which
models monodisperse mixtures.

Fig. 1 shows the measured nuclei size distributions in a water
tunnel (Katz, 1978) and the ocean (O’Hern et al., 1988), together
with the lognormal function (10). It follows that r = 0.7 may be a
reasonable value to model the actual distributions in engineering
flows and the ocean, but we use the distribution (10) as illustrative
of the qualitative effects of polydispersity rather than to model a
particular system. The numerical method developed in Section 3
is independent of this choice, and an empirically determined distri-
bution could easily be employed in future computations.

2.1.3. Model limitations
We now discuss specific limitations associated with assump-

tions (a) and (b) in Section 2.1.1, which are essential for deriving
the continuum model.

The spherical-bubble assumption (a) implies no fission of the
bubbles. Possible mechanisms responsible for the fission are a re-
entrant jet and a Rayleigh–Taylor-type instability (Brennen,
2002). If the thickness of the incident shock is comparable to or
smaller than the bubble sizes, the bubbles distort nonspherically
and may finally result in fission due to the re-entrant jet. However,
the interaction of the averaged pressure field and the bubble cloud
is known to broaden the shock thickness. As a result, the bubble
fission does not occur frequently if the shock strength is suffi-
ciently small (Beylich and Gülhan, 1990). For strong shocks, the
bubble collapse is so violent that nonspherical distortions arise
and fission is likely (Ando et al., 2011). It should be mentioned that
Delale and Tunç (2004) made an effort to account for the fission
damping in Rayleigh–Plesset calculations, based on the analysis
of Brennen (2002).

For assumption (b) to be valid, the mean bubble spacing
(l = n�1/3) must be much larger than the bubble sizes; the mix-
ture needs to be dilute. The acoustic theory of linear waves in
monodisperse bubbly liquids is known to overestimate attenua-
tion under the resonant condition since the bubble/bubble inter-
actions can never be ignored even in the dilute limit (Waterman
and Truell, 1961). Inclusion of the broad size distribution can de-
emphasize errors associated with resonance since the probability
that a bubble of certain size is under resonance is low among a
broad spectrum of R0 (Feuillade, 1996). In Section 4.3, we exam-
ine the effect of the bubble/bubble interactions on the shock
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Fig. 1. Normalized distributions of the equilibrium bubble radius. The probable
size, Rref

0 , is set to 10 lm.
dynamics by comparing the continuum flow simulaiton to the
direct numerical simulation of Seo et al. (2010).

2.2. Single-bubble-dynamic model

2.2.1. Model assumptions
In order to close the continuum model, there is a need to solve

the single bubble dynamics, but the detailed conservation
equations of both the liquid phase and the bubble contents are
computationally expensive. This necessitates employing a
Rayleigh–Plesset-type equation with the following simplifications:
(f) the bubble contents (noncondensible gas and vapor) have
spatially uniform pressure; (g) the bubble contents are perfect;
(h) the liquid is cold (far from the boiling point); (i) the mass of
noncondensible gas in the bubble is unchanged; (j) phase change
occurs instantaneously; (k) Fick’s law holds for mass diffusion
between the noncondensible gas and the vapor; and (l) the trans-
port properties of the bubble contents are constant.

The homobaric assumption (f) is valid since the inertia of the
bubble contents is negligible compared to that of the liquid. The
cold liquid assumption (h) leads to undisturbed liquid temperature
at the bubble wall, so that the energy equation in the liquid phase
is unnecessary to solve (Prosperetti et al., 1988). The typical bubble
growth rate due to mass transfer of dissolved air in water is so slow
(compared to the bubble oscillation rate) that assumption (i) is rea-
sonable (Plesset and Prosperetti, 1977). Assumptions (h) and (j)
imply constant vapor pressure at the bubble wall, which is typi-
cally adequate except near the end of a violent bubble collapse
(Fujikawa and Akamatsu, 1980).

2.2.2. The Gilmore equation
The equation of Gilmore (1952),

R€R 1�
_R
C

 !
þ 3

2
_R2 1�

_R
3C

 !
¼ H 1þ

_R
C

 !
þ R _H

C
1�

_R
C

 !
; ð11Þ

is used to evaluate the spherical bubble dynamics. Here, the dot de-
notes the substantial time derivative, and H and C are the enthalpy
and the sonic speed, respectively, at the bubble wall in the liquid:

H ¼
Z pbw

pl

dp0l
ql p0l
� � ; C ¼ dpl

dql

				
pl¼pbw

 !1
2

: ð12Þ

In the dilute limit, the averaged liquid pressure pl can be considered
to be pressure far from the bubble (van Wijngaarden, 1968, 1972;
Caflisch et al., 1985a; Takahira, 2004).

2.2.3. Equations for bubble contents
Consider the bubble energy equation, which is coupled to the

Gilmore Eq. (11). The rate of the bubble energy change equals
the sum of work done by the bubble wall and energy transfered
due to the mass flux of vapor and the heat flux at the bubble wall;
namely

d
dt

Z RðtÞ

0
ðqgeg þ qv evÞ4pr02dr0 ¼ 4pR2 � _Rpb þ cpvTw _m00v þ kbw

@T
@r

				
w

� �
;

ð13Þ

where the subscripts g, v, b and w denote noncondensible gas, va-
por, bubble contents and bubble wall properties, respectively, e is
the internal energy, cp is the specific heat at constant pressure, Tw

is the bubble wall temperature, _m00 is the mass flux, k is the thermal
conductivity, T is the temperature, and r is the radial coordinate
measured from the bubble center.

With assumptions (f) and (g), Eq. (13) reduces to the following
equation (Nigmatulin et al., 1981; Prosperetti et al., 1988),
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_pb ¼
3cb

R
� _Rpb þRvTw _m00v þ

cb � 1
cb

kbw
@T
@r

				
w

� �
; ð14Þ

where cb is the specific-heat ratio of the bubble contents and R is
the gas constant. In the derivation, it is assumed that the specific ra-
tio of noncondensible gas, cg, is nearly the same as that of vapor, cv
(i.e., cb � cg � cv). The thermal conductivity for the bubble contents,
kb, is taken from a semi-empirical formula (Bird et al., 1960). For
efficient computations, the heat and vapor fluxes at the bubble wall
are estimated using the reduced-order model of Preston et al.
(2007), which has been shown to be accurate for small bubbles.

It should be noted that the polytropic gas obeys

pb ¼ pv þ pg0
R
R0

� ��3j

; ð15Þ

where pg0 is the partial pressure of the noncondensible gas in the
equilibrium state and j is the polytropic index; j = 1 implies con-
stant bubble temperature and j = cg would model adiabatic behav-
ior. In this case, Eq. (14) is unnecessary to solve. In Sections 4.2 and
4.3, the polytropic relation (15) is used; otherwise, Eq. (14) with the
transfer model of Preston et al. (2007) is solved to account for dif-
fusive effects on the bubble dynamics.

2.2.4. The conservation form
We now write the bubble-dynamic equations in a conservation

form, which is suitable for shock computations (LeVeque, 1992):

@nu
@t
þr � ðnuuÞ ¼ n _u: ð16Þ

In this form, the bubble-dynamic variables, u, are treated as Euleri-
an variables (i.e., u = u(x, t;R0)) rather than Lagrangian particles
(Watanabe and Prosperetti, 1994). Since we assume a large number
of the bubbles in mixtures, the bubbles may be considered to be dis-
tributed continuously in space. If we evaluate the heat and vapor
fluxes using Preston’s model, the bubble pressure pb and the mass
of vapor mv (in addition to R and _R) need to be included in u.

2.3. The complete system

For simplicity, we write the resulting system in one dimension
using a vector form:

qt þ fðqÞx ¼ fsðqÞx þ sðqÞ; ð17Þ

where the subscript denotes partial derivatives. The column vectors
are

q ¼

q
qu

a
nu

8>>><
>>>:

9>>>=
>>>;
; f ¼

qu

qu2 þ pl

au
nuu

8>>><
>>>:

9>>>=
>>>;
; fs ¼

0
~p

0
0

8>>><
>>>:

9>>>=
>>>;
; s ¼

0
0

3a R2 _R

R3

n _u

8>>>><
>>>>:

9>>>>=
>>>>;
;

ð18Þ

where u is the x-component velocity. Note that the sources, fs and s,
vanish in the equilibrium state. In this expression, u is treated, for
simplicity, as a scalar quantity and represents any of the bubble-dy-
namic variables. However, if one shows the entire system, the scalar
u needs to be replaced with its column vector version that consists
of all the bubble-dynamic variables.

The quasilinear form of Eq. (17) is

qt þ Aqx ¼ fsðqÞx þ sðqÞ; ð19Þ

where A is the Jacobian matrix (@f/@q). The eigenvalues of A are

k ¼ u� ~c ; k ¼ uþ ~c ; k ¼ k ¼ u: ð20Þ
1 l 2 l 3 4
Here, ~cl ¼ cl=ð1� aÞ where cl is the sonic speed of the (Tait) liquid.
The matrix of the right eigenvectors (satisfying Ari = kiri) of A is

R ¼ ½r1 r2 r3 r4� ¼

q q q 0
qðu� ~clÞ qðuþ ~clÞ qu 0

a a a� 1 0
nu nu 0 1

2
6664

3
7775; ð21Þ

where the fields associated with r3 and r4 represent the contact
waves across which u and pl are continuous but q, a and nu are dis-
coutinuous (Toro, 1999). Correspondingly, the matrix of the left
eigenvectors (satisfying liA = kili) of A is

L ¼

l1

l2

l3

l4

2
6664

3
7775 ¼

uþð1�aÞ~cl
2q~cl

�1
2q~cl

1
2 0

�uþð1�aÞ~cl
2q~cl

1
2q~cl

1
2 0

a
q 0 �1 0

ða�1Þnu
q 0 �nu 1

2
666664

3
777775: ð22Þ

The right and left eigenvectors (21) and (22) are used for the trans-
formation from the conserved to the characteristic variables (i.e.,
p = Lq) or from the characteristic to the conserved variables (i.e.,
q = Rp). We note that if the scalar u is replaced with its vector ver-
sion, the unity at the lower right corner of the matrices (21) and
(22) should be interpreted as an identity sub-matrix.
2.4. Ensemble and volume averaging

Here, we consider the relation between ensemble and volume
averages. The concept of volume averaging is to average quantities
within a control volume of mixtures with specific, instantaneous
realizations of bubbly flows. For example, with the control volume
V consisting of the liquid-phase and gas-phase volumes (i.e.,
V ¼Vl þVg), the dilute mixture density q can be defined as

q ¼
Vlql þVgqg

V
�Vlql

V
: ð23Þ

In order that the mixture within V be considered homogeneous and
the averaged wave structure be well resolved, we need to choose an
appropriate averaging volume and presuppose the scale separation
(Nigmatulin, 1979; Prosperetti, 2001):

l ¼ n�
1
3 �V

1
3 � L; ð24Þ

where l is the mean bubble spacing and L is the (averaged) wave-
length in the mixture. On the other hand, in ensemble averaging,
we need not presuppose such a scale separation for deriving the
averaged equations. However, the scale separation assumption is
ultimately still needed for the model closure.

Under the scale separation (24), the system can be considered
homogeneous locally in space and the equality between ensemble
and volume averages will thus hold (Batchelor, 1970; Biesheuvel
and van Wijngaarden, 1984). In other words, if the wavelength of
interest is large enough to satisfy the scale separation, the ensem-
ble-averaged quantities will be equivalent to the volume averages.
This observation is consistent with the fact that the ensemble-
averaged equations in Section 2.1.1 are essentially the same as
van Wijngaarden’s volume-averaged equations.

It is also instructive to mention the analysis of d’Agostino and
Brennen (1989). They considered the dynamics of a spherical
(monodisperse) bubble cloud with radius Rc, under sinusoidal pres-
sure forcing, with the implicit assumption that the cloud dimen-
sion is far smaller than the wavelength associated with the
pressure forcing (i.e., Rc� L). That is, their cloud size corresponds
to the dimension of the control volume, V1=3, in Eq. (24). A linear
analysis reveals that the cloud has an infinite set of natural
frequencies:



600 K. Ando et al. / International Journal of Multiphase Flow 37 (2011) 596–608
xi ¼ xN 1þ 12b

ð2i� 1Þ2p2

" #�1
2

; ð25Þ

where i is positive integers, xN is the natural frequency of individ-
ual bubble oscillations, and b is termed the cloud interaction param-
eter defined as

b ¼ a0ð1� a0ÞR2
c

R2
0

: ð26Þ

The lowest natural frequency, x1, can be much smaller than xN if b
is far larger than unity. In the limit of b ? 0, on the contrary, the
cloud interaction effect is minimized and all the bubbles tend to
oscillate freely with xN. Namely, this parameter governs the extent
of bubble/bubble interactions through the averaged field.

With the aid of b, we revisit the scale separation problem. Now
that V1=3 can be replaced with Rc, the relation (24) reads

a
1
3
0 � b� L

Rref
0

 !2

a0: ð27Þ

Provided that there exists the value of b that satisfies the above
relation, we can suitably choose an averaging volume in instanta-
neous realizations of bubbly flows. In this case, the ensemble and
volume averages will again be equivalent.

2.5. One-way-coupled flow computations

Before proceeding to two-way-coupled flow computations, we
consider the evolution of moments (7) in the one-way-coupling
case (b ? 0) where any bubble/bubble interactions are neglected.
Specifically, our interest is to predict the moments of bubble radius
with respect to the lognormal distribution (10):

liðx; tÞ ¼
Z 1

0
Riðx; t; R0Þf ðR0ÞdR0: ð28Þ

For example, the third moment l3(x, t) represents the mean bubble
volume. In the volume-averaging sense, l3(x, t) can be interpreted
as the mean bubble volume within an averaging volume V centered
at x.

We now consider the problem that air/vapor bubbles in water
are initialized with the distribution (10) at standard temperature
and pressure (STP; 20 �C and 101 kPa) and then forced according
to a step-wise pressure change from pl0 to 2pl0 at t = 0. This may
be a simple example to shock propagation in bubbly flows. The
bubble dynamics are computed by integrating the inviscid Ray-
leigh–Plesset equation with isothermal air. The physical properties
are taken from Lide (2006).

Fig. 2 shows the integrand of the third moment l3, at three dif-
ferent times, for the lognormal distribution with Rref

0 ¼ 10 lm and
r = 0.7. Time is normalized by the time scale, Rref

0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ql0=pl0

p
. It is seen

that the integrand becomes more oscillatory as the bubble oscilla-
tions evolve, because the bubbles with different equilibrium sizes
oscillate with different frequencies; eventually, the different-sized
bubbles oscillate totally out of phase. In Fig. 3, the evolution of the
third moment l3(t⁄) is presented. It transpires that the inviscid
bubble oscillations in the polydisperse case achieve a time-invari-
ant value of the moment even though all the bubbles keep oscillat-
ing without any damping. We say that the bubble oscillations
reach a statistical equilibrium due to phase cancellations among
bubbles with different sizes. The existence of the statistical equilib-
rium is mathematically proven by Colonius et al. (2008). At the sta-
tistical equilibrium, the polydisperse bubble cloud does not
oscillate in volume, regardless of oscillations of the individual bub-
bles. Thus, the cancellation effect can be regarded as an apparent
damping of the averaged dynamics.
3. Numerical method

3.1. Spatial discretization

3.1.1. Finite-volume reconstruction
Since shocks in bubbly flows often have oscillatory structures

that result from bubble dynamics, we favor the properties of
high-order accurate resolution in complex smooth structures as
well as shock capturing. Herein, we choose a finite-volume (FV)
weighted essentially non-oscillatory (WENO) scheme (Liu et al.,
1994), which contains such properties in addition to robustness,
with monotonicity preserving bounds (Balsara and Shu, 2000). To
guarantee essentially non-oscillatory solutions, it is safe to imple-
ment the WENO reconstruction in characteristic space even though
a local characteristic decomposition is computationally expensive
(Qiu and Shu, 2002).

Given a computational cell [xi�1/2,xi+1/2] where i denotes the
grid index, the system (17) is discretized in FV fashion:

d�qi

dt
¼ � f iþ1=2 � f i�1=2

Dxi
þ

fs
iþ1=2 � fs

i�1=2

Dxi
þ �si; ð29Þ

where the overbar denotes the cell-averaged quantities. In FV meth-
ods, �qi is reconstructed at each cell edge, and the numerical flux fi+1/2

is computed by solving a local Riemann problem.

3.1.2. HLLC approximate Riemann solver
To compute the numerical fluxes (fi+1/2 and fs

iþ1=2), we use the
HLLC approximate Riemann solver (Toro et al., 1994). If the left
and right states (qL,qR) are imposed at x = 0 and t = 0, the HLLC
Riemann solution is given by

qHLLCðx; tÞ ¼

qL if x=t 6 sL;

q�L if sL
6 x=t 6 s�;

q�R if s� 6 x=t 6 sR;

qR if x=t P sR:

8>>><
>>>:

ð30Þ

The Rankine–Hugoniot conditions across the contact waves
(constructed for the hyperbolic part) yield the expression for the
intermediate (star) state:

q�K ¼ sK � uK

sK � s�

qK

qKs�

aK

ðnuÞK

8>>><
>>>:

9>>>=
>>>;
; ð31Þ

where K = L or R. It follows from Einfeldt et al. (1991) that

sL ¼min ðu� ~clÞRoe
;uL � ~cL

l

� �
; sR ¼max ðuþ ~clÞRoe

;uR þ ~cR
l

� �
;

ð32Þ

where the superscript ‘‘Roe’’ stands for the Roe averages (Roe,
1981). The intermediate wave speed (Batten et al., 1997) is

s� ¼ pR
l � pL

l þ qLuLðsL � uLÞ � qRuRðsR � uRÞ
qLðsL � uLÞ � qRðsR � uRÞ : ð33Þ
3.2. Time marching

Given the HLLC fluxes and the sources, the system written in a
semi-discrete form can be integrated in time. The simplest way is
to employ explicit methods in which a single time step Dt is used
to resolve both the convective and the bubble-dynamic terms. A
third-order TVD Runge–Kutta scheme (Shu and Osher, 1988) is of-
ten used for stable shock computations. The choice of Dt depends
on the constraint on the dimensionless Courant–Friedrichs–Lewy
(CFL) number (LeVeque, 1992; Toro, 1999), which is defined as



Fig. 2. Integrand of the third moment l3 for the inviscid oscillations of bubbles at different times. The equilibrium bubble size is assumed lognormally distributed with
Rref

0 ¼ 10 lm and r = 0.7.

Fig. 3. Evolution of l3 for the inviscid oscillations of bubbles.

Fig. 4. Spatial evolution of the averaged liquid pressure at t = 11.2 ls for linear
wave propagation in an air/water mixture of a0 = 0.001 and Rref

0 ¼ 10 lm at STP.
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the ratio of the physical wave speed to the grid speed Dxi/Dt. For
one-dimensional computations, the maximum CFL number may
be defined as

CFL ¼ Dt max
i

juij þ ð~clÞi
Dxi


 �
: ð34Þ

For hyperbolic systems, a linear analysis shows that the CFL con-
straint is given by 0 < CFL 6 1. However, the system (17) is not rig-
orously hyperbolic, and the bubble dynamics would alter the
stability condition.

3.3. Nonreflective boundary condition

The treatment of nonreflective boundaries is based on the work
of Thompson (1987). His idea is to evaluate only outgoing waves
from a finite computational domain at the boundaries. For compu-
tations of bubbly flows, the sonic speed evaluation at the bound-
aries is intractable because the waves are dispersive. For shock
computations in Section 4, the sonic speed of mixtures in a low fre-
quency limit (see for example Brennen (1995)) is used for the sonic
speed evaluation:

c ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
mðpl þ BÞ

q
jpl

amðpl þ BÞ þ ð1� aÞjpl

s
: ð35Þ

However, in this manner, high-frequency waves can be reflected
back into the computational domain. The domain is thus set to be
large enough that the spurious waves do not contaminate the solu-
tion of interest.
3.4. Verification

As a verification test, we solve one-dimensional linear wave
propagation in an air/water mixture of a0 = 0.001 at STP. Since
the vapor pressure is much smaller than the ambient pressure,
the vapor flux in Eq. (14) is omitted. To see wave dispersion, we
impose the following initial condition,

plðxÞ ¼ pl0 1þ � exp � x2

h2

� �� 
; ulðxÞ ¼ 0; ð36Þ

where � = 10�4 and h ¼ 4Rref
0 . The equilibrium bubble size is as-

sumed lognormally distributed about Rref
0 ¼ 10 lm. The fifth-order

monotonicity-preserving FV-WENO reconstruction is implemented
in the characteristic space and the HLLC Riemann solver manipu-
lates the numerical flux. The computational grid is uniform with
Dx ¼ Rref

0 . The time marching is handled using the third-order TVD
Runge–Kutta scheme with CFL = 0.1. For the polydisperse case, the
moment (7) is evaluated using Simpson’s rule with 101 quadrature
points.

Fig. 4 shows the averaged liquid pressure distribution at
t = 11.2 ls in the monodisperse mixture (r = 0) or polydisperse
mixture (r = 0.7). As in the experiment of Kuznetsov et al.
(1978), we observe wave dispersion due to bubble dynamics.
Specifically, the high-wavenumber waves propagate essentially
with the sonic speed of water alone, cl0, but the waves with low
wavenumbers propagate more slowly. Note that the bubble size
distribution with r = 0.7 smoothes out the oscillatory structure in
the low-wavenumber signal.
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To verify the present model, the phase velocity and attenuation
of the linear waves are computed from the numerical experiment
(as explained in Appendix A) and compared to the acoustic theory
(Ando et al., 2009). Fig. 5 compares the computed phase velocity
and attenuation to the theoretical predictions. Quantitative agree-
ment in a wide range of frequency totally verifies the present
method. We also note that the waves with low and high wavenum-
bers in Fig. 4 correspond to the low-frequency (quasistatic) and
high-frequency (ultrasonic) regimes, respectively. The slight devia-
tions from the theory result from the reduced-order model of Pres-
ton et al. (2007) for evaluating heat conduction at the bubble wall
since Preston’s model is never exact for finite values of the Peclet
number, which is defined as Pe ¼ xNRref2

0 =aT where aT is the ther-
mal diffusivity of the bubble contents.

We now revisit the scale separation discussion (in Section 2.4)
to examine the continuum assumption. In this example, Eq. (27)
now reads

0:1� b� 0:001
L

Rref
0

 !2

: ð37Þ

For the right-hand side to be two orders of magnitude larger than
0.1, we need large wavelengths to satisfy L=Rref

0 J 100. The low-
wavenumber waves reasonably meet this constraint; thus, we can
suitably choose an averaging control volume with b � 1 to define
volume averages, which will be equivalent to ensemble averages.
However, the high-wavenumber waves are larger than the bubble
dimensions but comparable to the mean bubble spacing (�0.16
mm for r = 0); the scale separation (37) does not hold and the con-
tinuum approach itself is invalid. In summary, the continuum mod-
el is applicable to low-frequency waves in the quasistatic regime
but is less accurate in ultrasonic wave solutions.

Finally, we consider the corresponding one-way-coupled prob-
lem in order to quantify the two-way-coupling effect. Provided
that the cloud interaction is minimized, the two-way-coupled
problem at x = 0 may reduce to the one-way-coupling case in
which bubble dynamics are excited by impulsive pressure forcing
and all the bubbles are oscillating independently with their natural
frequencies xN(R0). Our concern is to predict the second moment
of the perturbed bubble radius with respect to the lognormal dis-
tribution (10) with r = 0.7,

l02ðtÞ ¼
Z 1

0
½Rðt; R0Þ � R0�2f ðR0ÞdR0; ð38Þ

whereas the first moment l01 vanishes at the statistical equilibrium
(Colonius et al., 2008). For the one-way-coupled flow computation,
Fig. 5. Phase velocity (left) and attenuation (right) of the linear waves in the air/w
the bubble dynamics are computed by integrating the Gilmore
equation with the pressure impulse.

Fig. 6 presents the integrands of l02 at t = 10 ls. For the two-way-
coupling case, we plot the integrand at x = 0 where the pressure per-
turbation is initially imposed. In the inviscid and one-way-coupling
case, the bubbles of any size keep oscillating with xN(R0) and their
oscillations give rise to a very oscillatory integrand. In the viscous
cases, on the contrary, oscillations of the small bubbles are damped
down before the integrands become very oscillatory as in the invis-
cid case, but there still appear phase cancellations among the bub-
bles of larger sizes. These phase cancellations lead to an apparent
damping of low-frequency wave propagation and augment the
attenuation as seen in Fig. 5 (Ando et al., 2009). It should be noticed
that the two-way-coupling effect lowers the oscillation frequencies
so that the integrand becomes less oscillatory.

In Fig. 7, the quadrature errors in computing l02 at t = 10 ls are
plotted by comparing the values of the integral using Simpson’s
rule (with varying the number of quadrature points N) to their val-
ues using a far larger number. This suggests that the moment in the
two-way-coupled viscous flow computation can be predicted with
fewer quadrature points than in the one-way-coupling cases. This
is consistent with the observation in Fig. 6 that the viscous and
cloud effects make the integrand less oscillatory. Furthermore, in
the two-way-coupling case, 0.1% accuracy is achieved at N = 101.
However, in practical calculations where 0.1% accuracy is too
demanding, one can further decrease N.

3.5. Summary of the numerical implementation

In this section, the high-order-accurate FV method was devel-
oped to resolve the wave dispersion. For shock computations in
Section 4, the fifth-order monotonicity-preserving FV-WENO
reconstruction is implemented in the characteristic space and the
HLLC Riemann solver is used to compute the numerical flux. The
computational grid is uniform with Dx ¼ Rref

0 . The third-order
TVD Runge–Kutta scheme with CFL = 0.1 is used to march the en-
tire system. For the polydisperse case, Simpson’s rule is employed
to evaluate the moment (7); 401 quadrature points are used for
bubble screen computations in Section 4.6, but otherwise 101
quadrature points are used.

4. Shock dynamics of bubbly flows

4.1. Steady shock relations

We first derive the steady shock relations that can be employed
as initial conditions for shock computations. In front of the shock,
ater mixture. The isothermal natural frequency for Rref
0 ¼ 10 lm is 0.291 MHz.



Fig. 6. Integrands of the second moment l02 at t = 10 ls. The maximum perturba-
tion, DRref, in bubble radius for R0 ¼ Rref

0 is used to normalize the integrands.

Fig. 7. Quadrature errors for l02 at t = 10 ls.

Fig. 8. Evolution of the averaged liquid pressure for shock propagation in an SF6/
silicone-oil mixture of a0 = 0.0024 and Rref

0 ¼ 0:613 mm.
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the bubbles are in equilibrium at (R0,T0,pl0) where T0 is the initial
temperature of the bubble contents. Far downstream of the shock
front, the bubble dynamics are finally damped out and the bubbles
are once again in equilibrium at (RH,T0,plH) where RH is the new
equilibrium radius corresponding to the shock pressure plH. The
specification of T0 in the final equilibrium state follows from
the assumption that the liquid temperature is undisturbed and
the bubble temperature eventually returns to the liquid tempera-
ture. Note that the bubble-dynamic sources would vanish under
the equilibrium state. The one-dimensional conservation laws for
mass, momentum and bubble number are now written in a coordi-
nate system (x

0
= x � Ust and velocity u

0
) moving with the shock

velocity Us:

dqu0

dx0
¼ 0; ð39Þ

d
dx0
ðqu02 þ pl � ~pÞ ¼ 0; ð40Þ

dnu0

dx0
¼ 0: ð41Þ

Integrating Eqs. (39)–(41) from upstream (denoted by the subscript
0) to far downstream (denoted by the subscript H), it transpires
that, independent of the detailed shock structure,

� qHu0H ¼ q0Us; ð42Þ
qHu02H þ plH ¼ q0U2

s þ pl0; ð43Þ
� nHu0H ¼ n0Us; ð44Þ

where q0 = (1 � a0)ql0 and qlH = (1 � aH)qlH.
The shock pressure, plH, may be written as

plH ¼ pl0 � pv þ
2�
R0

� �
RH

R0

� ��3j

þ pv �
2�
RH

; ð45Þ

where the polytropic index j is set to unity in order that the bubble
temperature finally be back to T0. For adiabatic bubbles, j needs to
be replaced with the specific ratio cg. It follows from Eqs. (42) and
(44) that

nH ¼ ð1� a0Þ
pl0 þ B
plH þ B

� �1
m

þ 4p
3

n0R3
H

" #�1

: ð46Þ

From Eqs. (42) and (43), the steady shock speed becomes

Us ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

plH � pl0

q0 1� q0
qH

� �
vuut ; ð47Þ

and the induced velocity far downstream of the shock front is then
given by

uH ¼ u0H þ Us ¼ 1� q0

qH

� �
Us: ð48Þ

It is readily shown that the shock speed (47) reduces to the sonic
speed (35) if the shock strength is infinitesimal. Consequently, the
shock Mach number may be defined as Ms = Us/c.

4.2. Comparison to experiment

To validate the continuum model, we simulate the experiment
of Kameda et al. (1998) in which a spatially uniform bubble distri-
bution was carefully created. We consider shock propagation, with
plH = 2.157pl0, in an SF6/silicone-oil monodisperse mixture of
a0 = 0.0024 and Rref

0 ¼ 0:613 mm. The corresponding Peclet num-
ber is Pe=3770, indicating that the thermal boundary layer inside
the bubble is thin compared to the bubble radius. The bubbles thus
tend to behave adiabatically; the adiabatic relation (15) with
j = cg = 1.09, rather than Eq. (14), is solved. In addition, vapor pres-
sure of the silicone oil at the room temperature is negligible and
set to zero. The steady shock relations with j = cg are initially im-
posed by a diaphragm at x = 0.

The comparison is made in Fig. 8 that shows the time history of
the averaged liquid pressure at x = 1.462 m. In their experiment,
the liquid pressure evolution is averaged over 10 experimental
runs. The simulation well reproduces the amplitude and phase of
the oscillations in the averaged liquid pressure (so-called relaxa-
tion oscillations). The oscillation period s is about 0.2 ms so that
the wavelength is approximately Uss � 6 cm. On the other hand,
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the mean bubble spacing is estimated as n�1/3 = 7.4 mm. It is there-
fore concluded that the continuum model is accurate since these
length scales satisfy the scale separation constraint.

4.3. Comparison to direct numerical simulaiton

Now that direct numerical simulations (DNS) of shock propaga-
tion in a bubbly liquid are available (Delale et al., 2005; Delale and
Tryggvason, 2008; Seo et al., 2010), it is easy to examine the effect
of direct bubble/bubble interactions on the averaged shock dynam-
ics, by comparison between DNS and continuum flow simulations.
As an example, we consider the simulations of Seo et al. (2010) in
which the interface between bubbles and a host liquid was cap-
tured with the front-tracking method (Tryggvason et al., 2001).
In their simulations, the bubbles in an incompressible liquid ini-
tially have the same size and are compressed isothermally by a
shock. In addition to DNS, continuum flow computations (with or
without effects of slip and bubble/bubble interactions) were also
conducted for comparison. Their results were characterized by
Reynolds and Weber numbers:

ReR ¼
ffiffiffiffiffiffiffi
pl0

ql0

r
Rref

0

ml
; WeR ¼

pl0Rref
0

�
;

where ml is the kinematic viscosity of the liquid.
In Fig. 9, we simulated their case with ReR = 10, WeR = 13.88,

a0 = 0.00419, plH = 1.5pl0, and the isothermal relation (15), but with
compressible water. In this figure, their results of continuum flow
simulation (excluding slip and bubble/bubble interactions) and
DNS are also presented. Note that the slip effect was shown to be
negligible in this example. The difference in the continuum flow
solutions is due to the acoustic damping associated with the com-
pressibility of water, which has limited impact on the averaged
shock structure in this particular example. More importantly, the
direct interactions between the bubbles are rather effective even
when the void fraction is below 0.01. If one considers cases with
higher void fractions, there will be a strong need to account for
such effects in continuum flow modeling (Caflisch et al., 1985b;
Seo et al., 2010). In the following examples, the present work is fo-
cused on the shock dynamics of a polydisperse cloud of bubbles in
the dilute case (say a0 = 0.005), rather than going into the more de-
tailed modeling for large values of a0.

4.4. Effect of polydispersity on shock dynamics

We now consider unsteady and steady shock propagation
through a polydisperse bubbly liquid. As an example, we compute
Fig. 9. Spatial evolution of the averaged liquid pressure at t� = 5 for unsteady shock
propagation in an isothermal-gas/liquid mixture of a0 = 0.00419 at STP. The liquid is
assumed to be incompressible in Seo et al. (2010).
shock propagation, with plH = 2pl0, in an air/water mixture of
a0 = 0.005 at STP where the equilibrium bubble size is lognormally
distributed about Rref

0 ¼ 10 lm and with r ranging from 0 to 0.7.
With the isothermal assumption, the corresponding shock Mach
number is Ms = 1.4 for all r. The steady shock relations with j = 1
are initially imposed by a diaphragm at x = 0. We judge steadiness
by observing the first peak of the relaxation oscillations; if the peak
pressure is unchanged, the shock propagation is considered to be in
a steady state.
4.4.1. Unsteady shock propagation
The unsteady shock propagation for the cases with r = 0 and 0.7

is investigated in Figs. 10 and 11. In Fig. 11, the spatial evolution of
the bubble radius with different R0 is plotted to interpret the indi-
vidual bubble dynamics. It is seen that the (high-frequency) pre-
cursory pressure wave precedes the primary shock wave and
propagates essentially with the sonic speed of (pure) water.
Whereas the precursory pressure wave in the monodisperse mix-
ture is damped out, that in the polydisperse case is still on the de-
cay. This may be due to the fact that the bubble size distribution
decreases the attenuation of high-frequency waves as seen in
Fig. 5. It also turns out that only the small-sized bubbles can re-
spond to such high-frequency excitation, for the natural frequency
of such small bubbles is comparable with or higher than the forc-
ing frequency. As observed in the low-frequency regime of the lin-
ear waves in Fig. 4, the distribution with r = 0.7 smoothes the
relaxation oscillations in the averaged pressure and void fraction
distributions. It should be noticed that the different-sized bubbles
oscillate with different phases in the neighborhood of the primary
shock front.

Fig. 12 presents the spatial evolution of the averaged liquid
pressure and the bubble radius with different R0 at two different
times at which the larger-sized bubbles still show radial oscilla-
tions (with less effective bubble-dynamic damping). The shock
Fig. 10. Spatial evolution of the averaged liquid pressure (top) and the void fraction
(bottom) at t = 5.2 ls for unsteady shock propagation in an air/water mixture of
a0 = 0.005 and Rref

0 ¼ 10 lm at STP.



Fig. 11. Spatial evolution of the bubble radius with different equilibrium sizes for
r = 0 (top) and r = 0.7 (bottom) at t = 5.2 ls for the unsteady shock propagation in
Fig. 10.
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profile in the averaged pressure seems unchanged during this
period, and the shock propagation can thus be considered steady,
regardless of unsteadiness associated with the individual bubble
dynamics. In other words, the distribution yields an apparent
Fig. 12. Spatial evolution of the averaged liquid pressure (top) and the bubble radius wit
propagation. The thin and thick lines denote the solutions at t = 15 ls and 36 ls, respec
damping mechanism of the averaged shock dynamics. In this
example, we can say that the effect of polydispersity dominates
over the single-bubble-dynamic damping since the individual bub-
ble dynamics have minor impact on the averaged shock structure.
Because the bubbles with different sizes can oscillate with differ-
ent phases, the phase cancellations in a polydisperse bubble cloud
occur locally and the polydisperse cloud does not oscillate in vol-
ume. This collective effect thus leads to the smoothed shock
structure.
4.4.2. Steady shock structure
The steady shock structures in the averaged liquid pressure are

plotted in Fig. 13 with varying r in the lognormal distribution (10).
The position where the averaged pressure is (pl0 + plH)/2 is set at
x = 0. It transpires that the averaged shock structure becomes less
oscillatory and the first peak become less steep as the distribution
broadens. That is, the broader distribution can yield the more effec-
tive apparent damping, for the phase cancellation effect is empha-
sized with increasing r. If the distribution is sufficiently broad
(r = 0.7), the shock profile in both averaged pressure and void frac-
tion fields is practically monotonic; the polydisperse bubble cloud
does not show oscillations in the void fraction due to the phase
cancellations among the different-sized bubbles and can be re-
garded to behave quasistatically in spite of the individual bubble
dynamics. Such a smoothed shock profile in a polydisperse mixture
was experimentally identified by Beylich and Gülhan (1990).

Finally, we check the continuum model limitation. For the log-
normal distribution (10), the mean bubble spacing is computed by

l ¼ 3a0

4p

� ��1
3

exp
3r2

2

� �
Rref

0 : ð49Þ

For the case of a0 = 0.005 and r = 0.7, we have l � 20Rref
0 ¼ 0:2 mm,

which is much shorter than the wavelength of the smoothed shock
profile; the scale separation constraint is adequately satisfied.
h different equilibrium sizes (bottom) at two different times for the unsteady shock
tively.



Fig. 13. Effect of the standard deviation, r, in the lognormal bubble size
distributions on the steady shock propagation.

Fig. 14. Effect of the probable bubble size, Rref
0 , on steady shock propagation in an

air/water mixture of a0 = 0.005 at STP. Ms � 1.4 for all the cases.

Fig. 15. Spatial evolution of the averaged liquid pressure for shock propagation
through an air/water bubble screen of a0 = 0.005 and Rref

0 ¼ 50 lm. The screen is
placed between the dotted lines.
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4.5. Effect of the probable bubble size

We further conduct a parametric study of the probable bubble
size, Rref

0 , and investigate its effect on the steady shock structures.
In the example presented here, we also discuss the effect of poly-
dispersity using the lognormal distribution (10) with r = 0 and 0.7.

Fig. 14 shows the averaged liquid pressure distributions for
steady shocks, with plH = 2pl0, propagating in an air/water mixture
of a0 = 0.005 at STP. We consider three probable bubble sizes
Rref

0 ¼ 5 lm, 10 lm, and 20 lm. The spatial coordinate is normal-
ized by Rref

0 . For the monodisperse cases, the first peak in the relax-
ation oscillations decreases with increasing Rref

0 ; the bubble-
dynamic damping depends on the bubble sizes and is critical to
the averaged shock structures in the monodisperse mixture. How-
ever, the inclusion of the broad bubble size distribution leads to the
fact that the shock profiles coincide in the normalized coordinate.
Namely, the dynamics of the polydisperse bubble cloud are insen-
sitive to the individual bubble dynamics, which are deemphasized
by the apparent damping associated with the broad distribution.

4.6. Bubble screen problem

Bubble screens are a useful problem in understanding the fun-
damental physics of shock/bubble-cloud interactions and are used
to prevent damage of submerged structures due to underwater
explosions (Domenico, 1982). Reflection and transmission of linear
wave propagation through a bubble screen were formulated by
Carstensen and Foldy (1947) and Commander and Prosperetti
(1989). Here, the interaction of a normal shock with a bubble
screen is considered as an application example of the bubbly flow
computations.

One-dimensional shock propagation through an air-bubble
screen of a0 = 0.005 at STP in water is now computed with the ini-
tial void fraction distribution:

a ¼
a0; if 0 < x < L;

�; otherwise;



ð50Þ
where 0 < �� a0 and L = 2 cm. The equilibrium bubble size in the
screen (0 < x < L) is lognormally distributed about Rref

0 ¼ 50 lm
and with r = 0 and 0.7. The incident shock with plH = 5pl0 is initially
placed at x < 0.



Fig. 16. Evolution of the liquid pressure for the transmitted waves in Fig. 14.
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The snapshots of the averaged pressure distributions are shown
in Fig. 15. At the left interface, the incident shock reflects as a rar-
efaction wave and transmits as a shock due to the fact that the
acoustic impedance of the screen is smaller than that of water
(i.e., qc < qlcl). The transmitted shock trapped in the screen keeps
reflecting at the interfaces, and the pressure inside the screen
eventually increases to the incident shock pressure. We see that
the bubble size distribution smoothes out the oscillatory structure
of the trapped waves.

The pressure just downstream of the screen is presented in
Fig. 16. The precursory waves propagating with the sonic speed
of water are measured at t = 0. Note that for the case with no bub-
ble screen, the probe measurement would show an instantaneous
jump to plH at t � 0. The transmitted shock waves leave the screen
at late times, and the liquid pressure increases in a step-wise man-
ner because of the reflections of the trapped waves in the screen.
As expected, the distribution makes the averaged pressure evolu-
tion less oscillatory and broadens the averaged shock width. This
implies that the polydisperse screen may be capable of more effec-
tively cushioning impulsive loading than the monodisperse screen,
but there is still a need to quantify the scattering effect in each
realization in order to further investigate the practical
implications.
5. Conclusions

The shock dynamics of bubbly flows with distributed bubble
nuclei sizes have been explored based on the continuum approach.
The contributions and findings of this paper can be summarized as
follows.

The continuum bubbly flow equations incorporating a distribu-
tion of equilibrium bubble sizes were derived based on the ensem-
ble-averaging technique. The single-bubble-dynamic model that
includes the effects of thermal, viscous and acoustic damping
was introduced to close the continuum model. It was confirmed
that the volume averages will be equivalent to the ensemble aver-
ages if one appropriately chooses averaging volume under the scale
separation constraint. One-way-coupled flow computations sug-
gested that the different-sized bubbles oscillate with different fre-
quencies and the phase cancellations can be regarded as an
apparent damping of the mixture-averaged dynamics.

The fifth-order FV-WENO scheme with the HLLC Riemann sol-
ver was used to solve the continuum model. The computation of
linear wave propagation in a bubbly liquid showed that the meth-
od is capable of accurately resolving wave dispersion, in a wide
range of frequency, in continuum bubbly flows.
The numerical experiments of one-dimensional shock propaga-
tion in bubbly liquids showed that the averaged shock structure
becomes less oscillatory as the bubble size distribution broadens.
If the distribution is sufficiently broad, the shock profile is practi-
cally monotonic. Because the different-sized bubbles can oscillate
with different frequencies, phase cancellations in a polydisperse
mixture occur locally. For the broad distribution case, the polydis-
perse cloud does not oscillate in volume due to the phase cancella-
tions and can be regarded to behave quasistatically, regardless of
individual bubble dynamics. In this case, the effect of polydisper-
sity dominates over the single-bubble-dynamic damping.
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Appendix A. Computation of phase velocity and attenuation

Consider a wave of form, exp[j(2pft � kx)], where j is the imag-
inary unit, f is the temporal frequency and k is the complex wave
number (=kr � jki). Following (Commander and Prosperetti,
1989), the phase velocity cph and attenuation aatt (in decibels per
unit length) are defined as

cph ¼ 2pf
kr

; aatt ¼ 20ðlog10eÞki: ð51Þ

The real and imaginary parts of the complex wave number can be
determined based on the time history of the computed liquid pres-
sure as follows. The evolution of the normalized pressure,
p
0
= (pl � pl0)/(�pl0), is sampled at two different locations (say x1

and x2), and its discrete Fourier transform is then computed. The
Fourier coefficients p̂0 can be written as

p̂0ðx; f Þ ¼ p̂00 exp½�kiðf Þx� exp½�jkrðf Þx�: ð52Þ

Given the complex ratio P1;2 ¼ p̂0ðx1; f Þ=p̂0ðx2; f Þ, the complex wave
number is computed as

kr ¼
1

Dx1;2
cos�1½RfP1;2g expð� ln jP1;2jÞ�; ki ¼

1
Dx1;2

ln jP1;2j;

ð53Þ

where Dx1,2 = x2 � x1.
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